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Abstract

We propose a complex real-world problem in logistics that integrates routing and packing aspects. It can be seen as an extension of the Three-Dimensional Loading Capacitated Vehicle Routing Problem (3L-CVRP) introduced by Gendreau et al. (2006). The 3L-CVRP consists in finding a set of routes that satisfies the demand of all customers, minimizes the total routing cost, and guarantees a packing of items that is feasible according to loading constraints. Our problem formulation includes additional constraints in relation to the stability of the cargo, to the fragility of items, and to the loading and unloading policy. In addition, it considers the possibility of split deliveries, so that each customer can be visited more than once. We propose a local search approach that considers the overall problem in a single stage. It is based on a composite strategy that interleaves simulated annealing with large-neighborhood search. We test our solver on 13 real-world instances provided by our industrial partner, which are very diverse in size and features. In addition, we compare our solver on benchmarks from the literature of the 3L-CVRP showing that our solver performs well compared to other approaches proposed in the literature.
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1. Introduction

In different industrial fields, the competitiveness on lead times has pushed companies to advanced computer systems for designing and scheduling integrated logistics. This trend has increased the attention of the academic community to optimization problems that arise from real-world logistic applications. In line with this trend, Gendreau et al. (2006) have introduced the *Three-Dimensional Loading Capacitated Vehicle Routing Problem* (3L-CVRP), which can be considered as a combination of two optimization problems: the *Capacitated Vehicle Routing Problem* (VRP) and the *Three-Dimensional Bin Packing Problem* (3BP). In short, the 3L-CVRP consists in finding a set of routes that satisfies the demand of all customers, minimizes the total routing cost and guarantees a feasible packing of items.

Our project includes many real world features, some of which are described in our previous work on VRP (Ceschia et al., 2011) and *Container Loading* (CLP) (Ceschia & Schaerf, 2013) in isolation, but have never been considered together.

Even though our problem is more complicated than 3L-CVRP, we are also interested in the 3L-CVRP as in this way we can compare our approach to the results of a number of other algorithms specifically designed for the 3L-CVRP on a set of benchmark instances.

As our problem and the 3L-CVRP are a combination of two strongly NP-hard problems, they are very difficult to solve. Hence, it appears to be appropriate to tackle them by using metaheuristic techniques for solving large instances in reasonable computation time (Hoos & Stützle, 2005). In this paper, we propose a local search approach based on a combination of simulated annealing (SA) and large-neighborhood search, which considers the overall problem in one single stage, by including neighborhood relations that modify both the routes and the container loading. The algorithm uses a solution representation based on sequences of items that makes it suitable to deal with split deliveries. It applies three neighborhood operators to modify the current candidate solution. The algorithm is automatically tuned using a new implementation of *Iterated F-Race* (Birattari et al., 2010) by López-Ibáñez et al. (2011).

We test the algorithm on a set of real-world instances, provided by our industrial partner beanTech (http://www.beantech.it) and we analyze the relation between performance and instance properties. In addition, we test our algorithm on 3L-CVRP benchmark instances from the literature. In fact,
our solver obtains solutions of better quality than two other algorithms proposed in the literature for the 3L-CVRP. Two more recent algorithms for the 3L-CVRP, however, reach better performance than our solver. Nevertheless, we should consider that our algorithm actually solves a more general problem and that the other algorithms were proposed and fine-tuned specifically for tackling the 3L-CVRP. All instances and best results are available at http://www.diegm.uniud.it/ceschia/index.php?page=vrclp for future comparisons.

2. Problem description

We introduce the problem in stages. Starting from the 3L-CVRP (Section 2.1), we describe progressively the new features in order to be able to fully define the complete problem that we deal with (Section 2.2).

2.1. 3L-CVRP Formulation

The 3L-CVRP formulation is provided by Gendreau et al. (2006). We report it here in order to make the paper self-contained and facilitate comparisons to the model we are proposing. The main entities involved in the problem are:

**Clients:** It is given a set of customers \( V = \{0, 1, \ldots, n\} \), each corresponding to a vertex of the graph \( G = (V, E) \). The depot is treated as a special customer and it is identified with vertex 0. Each edge \((i, j)\) of the graph has an associated cost \( c_{ij} \), which is the cost of traveling from customer \( i \) to customer \( j \).

**Items:** Each customer \( i \in V \setminus \{0\} \) requires a supply of \( m_i \) items whose total weight is \( d_i \). The demand of customer \( i \) is made up of items, that is, three-dimensional rectangular boxes each one having width \( w_{ik} \), height \( h_{ik} \) and length \( l_{ik} \) \((k = 1, \ldots, m_i)\). The total volume needed by customer \( i \) is \( s_i = \sum_{k=1}^{m_i} w_{ik} h_{ik} l_{ik} \). In addition, a flag \( f_{ik} \) is associated to each item, such that if \( f_{ik} = 1 \) the corresponding item is fragile. The total number of items for all customers is \( M = \sum_{i=1}^{n} m_i \).

**Vehicles:** The delivery of items is performed by a fleet \( F = \{1, \ldots, v\} \) of identical vehicles, each one with weight capacity \( D \). The three-dimensional rectangular loading space has width \( W \), height \( H \), and length \( L \), so the total loading volume available for each vehicle is \( S = W \cdot H \cdot L \).
The solution of the 3L-CVRP calls for the determination of a set of routes that minimizes the total transportation cost and satisfies all the following routing and packing constraints:

1. the number of routes must be at most equal to the size of the fleet, i.e. one route per vehicle;
2. each route must start and end at the depot;
3. each customer must be visited exactly once;
4. the demands of all customers must be satisfied;
5. for each route the total demand weight must not exceed the weight capacity of the vehicle;
6. items must be stowed completely in the vehicle;
7. no two items can overlap;
8. the loading must be orthogonal, i.e. the edges of an item must lie parallel to the edges of the vehicle.

Furthermore, for each route the loading must be feasible according to these additional conditions:

**Fixed Vertical Orientation (C1):** Items can be rotated by $90^\circ$ on the width-length plane, keeping fixed the vertical orientation.

**Fragility (C2):** Non-fragile items cannot be placed on the top of fragile ones.

**Minimum Supporting Area (C3):** The base of each item must be supported by other items or by the vehicle’s floor at least by a minimum supporting area, which is proportional to the bottom side of the item.

**LIFO Policy (C4):** The loading order is the inverse of the customers' visit order. In such a way it is possible to unload items of a customer without moving items belonging to other customers that will be visited later. The unloading procedure is performed through straight movements parallel to the length and height plane.

2.2. Complete problem

We now describe the formulation of the complex real-world problem that we tackled, which extends the 3L-CVRP problem in several directions.
2.2.1. Weakly heterogeneous cargo and heterogeneous fleet

Firstly, the 3L-CVRP does not consider the possibility of having a cargo composed by large groups of items of the same dimensions and a heterogeneous fleet. Indeed in the 3L-CVRP benchmarks, there are only a few large items, all different from each other. However, in many real cases, there is a large number of identical items to be loaded. As examples, we refer to the real-world instances described by Ceschia & Schaerf (2013) and those used by Moura & Oliveira (2008). In addition, the fleet may be composed by vehicles that are not identical. This leads to the definition of new problem entities:

**Item types:** Each item $i$ (with $i = 1, \ldots, M$) belongs to an item type $j$ (with $j = 1, \ldots, it$), which is characterized by: dimensions $(w_j, l_j, h_j)$, allowed rotations $(uw_j, ul_j, uh_j)$, number of items of this type $(\mu_j)$, weight $(w_{g_j})$ and bearable weight for each face $(bw_j, bl_j, bh_j)$.

The allowed rotations are denoted by the binary-valued parameters $uw_j, ul_j, uh_j$, which are 1 if the corresponding side can be positioned upright, and 0 otherwise. The bearing weight is the maximum load, expressed in units of weight per area, which may be placed on the top surface of the item when the corresponding edge is placed upright. Its role in the problem formulation will be explained in Section 2.2.2.

**Vehicle types:** Each vehicle $i$ (with $i, \ldots, v$) belongs to a vehicle type $j$ (with $j = 1, \ldots, vt$), which is characterized by dimensions $(W_j, L_j, H_j)$, number of vehicles of this type $(\nu_j)$, weight capacity $(D_j)$ and possible fixed cost of use $(C_j)$.

In case of weakly heterogeneous cargo, an efficient loading can be usually obtained by grouping items of the same type in homogeneous blocks (Eley, 2002; Fanslau & Bortfeldt, 2010). Nevertheless, in our model items belonging to different customers can be of the same type, thus a block homogeneous with respect to the item type could be heterogeneous with respect to deliveries (i.e. customers). Therefore the packing strategy has to be modified in order to take into account different deliveries for a single block, so as to not violate the C4 constraint.

2.2.2. Load bearing strength

The definition of item fragility and the corresponding constraint C2 is rather simplistic. It needs to be reformulated by means of introducing the
concept of maximum supported weight (that could be proportional to the weight of the item). Indeed, Figure 1 highlights a doubtful situation: box 1, which is not fragile, is supported at least for the 75% of its base area by box 3, which is not fragile too. Nevertheless, box 2 is as high as box 3 and it is pushed near box 3 and under box 1. This placement generates a fragility violation because box 2 is fragile and box 1 is not, although it could reasonably be expected that box 1 is mainly supported by box 3, independently of box 2.

![Figure 1: Violation of the Fragility constraint.](image)

Therefore, the qualitative notion of fragility is replaced by the quantitative one of bearing strength, which leads us to replace the C2 constraint with the following one:

**Load Bearing Strength (C5):** There is a maximum weight per unit area that a box can uphold depending on its type and its vertical orientation.

2.2.3. Cargo stability

The proposed definition of stability based only on the minimum supporting area between one item and the underlying one can lead to skewed item stacks that are actually unstable (see Figure 2a). Therefore, the notion of stability has been reformulated and the constraint C3 was changed to:

**Robust Stability (C6):** A minimum supporting area has to be guaranteed for all items below the current one in the stack.

This means that for each item, the constraint C3 is applied not only to the underlying item, but also to all items below it.
Figure 2b highlights the difference between the standard Minimum Supporting Area (C3) constraint and the Robust Stability (C6) constraint. Assuming that all items in Figure 2b have the same width, the supporting area depends only on the length, so the label $L_{ij}$ marks the part of the item $j$ that supports item $i$. The C3 constraint establishes that the stability of box $B$ has to be calculated considering only box $C$, which is immediately below it. In contrast, the C6 constraint requires that the stability of the box $B$ is computed taking into account items $E$ and $D$, too. In this case, $L_{be}$ is too short, thus, box $B$ is not stable for C6, while according to C3, $L_{bc}$ is long enough to guarantee stability ($L_{bd}$ and $L_{be}$ are not considered).

### 2.2.4. The LIFO constraint

The LIFO constraint, as formulated in the 3L-CVRP, is not realistic in the sense that it does not capture correctly the physical constraints that allow the human operator or machine to unload an item without having to move the others.

In detail, the LIFO constraint proposed by Gendreau et al. (2006) establishes that any item of a customer visited later than the current one, must not be placed above a box of the current customer or between it and the rear of the vehicle. A variant of this formulation has already been proposed by Tarantilis et al. (2009) leading to the problem called Manual 3L-CVRP (or M3L-CVRP) in order to capture situations where boxes are manually unloaded. In this case, boxes are not necessarily elevated before pulling them
out of the vehicle, thus it is possible to place an item of a subsequent customer above (without contact) a box of the current customer. Figure 3 shows an example of loading that is feasible for the M3L-CVRP and infeasible for the original 3L-CVRP; in fact, the tour represented below the loading area indicates that the first customer to be visited is customer 1, whose box has above it a box of a customer that is later in the tour, customer 2. This situation would incur a violation of the classical LIFO constraint, but it is correct for the M3L-CVRP because a human operator can simply slide out the box without touching the one above.

![Figure 3: Manual 3L-CVRP: a human operator can simply slide out the box 1 without touching box 2.](image)

The LIFO constraint requires to be further refined in order to deal with real cases. In fact, Figure 4 draws a situation that is considered feasible for both 3L-CVRP and M3L-CVRP, but in reality it is totally unworkable. The designed tour establishes that customer 1 is the first one to be visited, therefore box 1 needs to be unloaded before the others. However, both a human operator and a forklift are not able to unload it without moving the others, since they are at the rear door of the vehicle and box 1 is too far away at the bottom side. In this case, any subsequent placement of the box in a position closer to the rear door would incur in a fragility or stability violation.

We, thus, introduce a new loading constraint:

**Reachability (C7):** An item is considered reachable if the distance between it and a human operator or a forklift is less than or equal to a fixed length $\lambda$. It is supposed that the operator is placed as close as possible
to items inside the vehicle, i.e. the position with the minimum length with respect to the current loading.

Figure 5 shows the position of an operator inside a vehicle and how distances are computed ($D_j$ is the distance between the operator and item $j$). In this case, both items 1 and 2 could be unloaded without moving other items, thus this loading does not violate the standard LIFO constraint (C4). However, due to the physical limitations of the operator, only item 1 can be unload, while box 2 is unreachable.

In case of manual unloading $\lambda$ is set to 50 cm (approximately the length of a human arm), otherwise it is set to a higher value, typically 100 cm. This way, our solver is implicitly able to manage cases where both constraints about reachability and manual unloading are enforced, and cases where only the reachability constraint is applied.
2.2.5. Split deliveries

Finally, as already mentioned, it is possible that a customer has a demand that is greater than the vehicle capacity; in this case, the demand needs to be split and be delivered by more than one vehicle (we do not allow that a customer is visited more than once by the same vehicle).

As it will be clear in Section 4, this is a significant change that leads to a different search space and more complex neighborhood operators. In fact, this routing problem falls into the category of CVRP with Split Deliveries (SDVRP), which uses approaches that are quite different from those of the classical CVRP.

3. Related Work

For a recent and comprehensive review on routing problems with loading constraints, the reader should refer to Iori & Martello (2010); we review here only articles that deal with the three dimensional case.

Junqueira et al. (2011) proposed a mixed integer programming model for the container loading problem with multi-drop constraints, where the delivery route is given and the task is to pack items into a container respecting the unloading sequence. Their model also reckoned with the constraint related to the reachability of a box by a forklift truck or by a worker’s arm, and computational results for different values of the $\lambda$ parameter were carried out.

Doerner et al. (2007) introduced the multi-pile vehicle routing problem (MP-VRP), which stems from a company that delivers timber products. In this case, products that have the same dimensions are grouped together in pallets, which can have a fixed width, but length and height variable within certain values. The objective is to find a loading that respects the sequential constraints and minimizes the routing cost. The problem has been solved through tabu search and ant colony optimization (ACO) (Doerner et al., 2007), and variable neighborhood search and branch-and-cut (Tricoire et al., 2009).

Another practical problem that integrates routing and packing aspects is the pallet-packing vehicle routing problem (PPVRP) (Zachariadis et al., 2012). The key difference between the PP-VRP and the other models is that items must first be assigned and packed into pallets (Bischoff & Ratcliff, 1995), which are then loaded in vehicles. Zachariadis et al. developed a solution technique based on tabu search to deal with the routing aspects,
whereas the packing heuristic is related to the one described in Tarantilis et al. (2009). In order to allow to easily unload items, all the demand of a customer must be stacked in the same pallet and the LIFO constraint is not imposed.

The literature on the 3L-CVRP tackles this problem usually by means of a hierarchical solution approach where the master problem, the routing problem is solved by a metaheuristic technique, while the slave problem, the packing problem, is delegated to fast and simple packing heuristics, such as the bottom left algorithm (Baker et al., 1980) and the touching perimeter algorithm (Lodi et al., 1999).

In the solution technique presented by Gendreau et al. (2006), an outer tabu search algorithm works on the routing problem moving customers from different routes, whereas an inner tabu search routine deals with the packing problem swapping items and iteratively invoking the loading heuristic. The search space includes infeasible states, in which there are violations of the capacity of vehicles (exceeding weight) or the loading space of the vehicle is not sufficient to contain all items.

Tarantilis et al. (2009) implemented a hybrid tabu search-guided local search algorithm. The tabu search explores the routing part, while a bundle of six different packing heuristics are iteratively reapplied until a feasible loading is obtained. If no feasible loading is achieved, the items of the sequence are re-sorted for a maximum of three times (keeping fixed the customer sequence). In addition, as already mentioned, they introduced a new problem version, called Manual 3L-CVRP, which was described above.

The ant colony optimization (ACO) approach described by Fuellerer et al. (2010) draws on some of the features of the Saving-based ACO (Reimann et al., 2004), which was successfully used to solve the standard CVRP. To test the feasibility of a route as for loading constraints, two greedy packing heuristics are repeatedly applied and, if necessary, swaps among items of the same customer are performed.

Recently, Wang et al. (2010) developed a two phase tabu search algorithm. In the first phase, they consider both hard and soft constraints, allowing the search process to go through infeasible states as in (Gendreau et al., 2006); in the second phase, they apply five different neighborhood operators (2-opt, 2-swap, move, crossover, splitting), and only feasible solutions are generated and evaluated. The classical bottom left algorithm has been adapted to perform effectively in the case of the supporting area constraint.

Finally, Bortfeldt (2012) presented a hybrid approach that uses a tabu
search algorithm for routing and a tree search algorithm for packing. In the tabu search algorithm, he distinguishes two phases by applying different neighborhood structures and different quality measures: during the first phase, the aim is to reduce the number of vehicles, while in the second phase the goal is to reduce the total travel distance. The loading of boxes is carried out by means of a tree search procedure that uses a complex system for ranking boxes not already packed and for filtering the potential placement points, which are generated using the extreme point-based heuristic of Crainic et al. (2008).

Moura & Oliveira (2008) studied a different integrated vehicle routing and container loading problem. Their problem takes into account several additional real world features, such as customers’ time windows, service times, strongly and weakly heterogeneous cargos, cargo’s orientation, LIFO constraint and load stability. The objective function is a weighted sum of three components: the number of vehicles, the total travel time, and the wasted space in vehicles. They propose two solution approaches: in the first one, called sequential method, they solve simultaneously the routing and the packing problem. In this case, two constraints (the LIFO constraint and the one that states that each customer belongs to exactly one route) are relaxed, thus the problem turns out to be a Split Delivery VRP. The second solution approach follows the hierarchical method in the sense that it first solves the routing problem and then tries to pack the items in the vehicles. Moreover, in the hierarchical method all constraints are considered. They extensively discuss the interdependency between the routing and the packing problem in different cases (number of customers per route, heterogeneity of cargo, density of goods). Their conclusion is that in case of routes with many customers, the routing aspects dominate the loading ones; on the other hand, when the demand of a customer is large so that it fills a big part of the vehicle, the loading problem becomes important. Finally, an integrated solution approach is more appropriate when the number of customers per route is small and the demand is weakly heterogeneous.

To our knowledge, the work by Moura & Oliveira (2008) is the only one that considers the possibility of splitting the customer’s demand in a routing-packing problem context. On the other hand, there is a large body of literature on the approaches used to solve the VRP with Split Deliveries (SDVRP). The SDVRP was introduced by Dror & Trudeau (1989) who solved it by a heuristic algorithm, showing substantial savings obtained by allowing split deliveries. In a subsequent work, Dror et al. (1994) studied an
integer linear programming (ILP) formulation and proposed a branch and bound algorithm. Subsequently, Archetti et al. have extensively analyzed the problem (Archetti et al., 2006a, 2008a, 2011) and solved (Archetti et al., 2006b, 2008b) it by using a tabu search (TS) algorithm and a hybrid heuristics approach, respectively.

Our problem formulation considers some additional issues that have been already introduced in the literature of three dimensional packing and container loading problems. Ratcliff & Bischoff (1998), Davies (2000), Bischoff (2006), and Junqueira et al. (2012) have studied the case of boxes with different load bearing strengths; Bischoff & Ratcliff (1995), Davies & Bischoff (1999), Bortfeldt & Gehring (2001), Eley (2002), de Castro Silva et al. (2003), and Junqueira et al. (2012) dealt with the problem of ensuring the stability of the cargo in a static and/or dynamic environment.

4. Solution Technique

In this section, we present our solution technique, which is based on local search. Firstly, we define the basic elements of local search, i.e. the search space, the cost function, the initial solution, and the neighborhood relations; then we briefly describe the metaheuristic technique we used, namely a combination of simulated annealing and large neighborhood search.

4.1. Search space

![Figure 6: The search space consist of sequences of blocks of boxes.](image-url)
Differently than the approaches to the 3L-CVRP described in Section 3 (Gendreau et al., 2006; Tarantilis et al., 2009; Fuellerer et al., 2010; Wang et al., 2010; Bortfeldt, 2012), we design a one-stage local search solver, which works on the items-vehicles space rather than on the customers-vehicles one. The solver is responsible for

- generating the customers’ routes,
- setting the order in which the items of each sequence will be loaded, and
- selecting the loading heuristic that will be used to determine the actual loading of items in the vehicle.

A state in the search space is a set of sequences, one for each vehicle, where each element of a sequence is an item or a block of items of the same type (see Figure 6 for an illustration). Items belonging to the same customer are consecutive, in such a way each items’ sequence corresponds to a unique customers’ sequence.

4.2. Cost function

The cost function is a weighted sum of the objective function and the distance to feasibility. In fact, the solver can accept a move that leads to an infeasible state, although violations of hard constraints are penalized by multiplying their degree of violation with a suitably high weight.

We allow two kinds of unfeasibility: exceeding weight (H1) and unloaded volume (H2). The first one represents the total weight that exceeds each vehicle’s capacity and the second one represents the total volume of items that do not fit into the vehicles. As already proposed by Gendreau et al. (2006), we set the value of the weight of H1 in dependency of the size of the instance and we fix it to $HW \cdot 100 \cdot \bar{c}/D$, where $\bar{c}$ denotes the average edge distance and $HW$ is a multiplicative constant. Conversely, the weight of H2 is set to $HW$. Preliminary experiments have shown that the best choice for $HW$ is 3, thus, this value has been used during all experimentation. All other hard constraints are enforced by construction.

4.3. Initial solution

The initial solution is generated at random. Firstly, we randomly select a customer, whose is then assigned to a single random vehicle. Then, we
iteratively select at random a box type and we create a block of homogeneous items. We append it, with a random rotation, to the sequence of blocks of the selected vehicle. After that, we rebuild from each sequence of blocks the corresponding sequence of customers.

4.4. Neighborhood relations

We implemented the following three neighborhood relations:

**Move Customer & Change Strategy (MCCS):** This neighborhood is defined by the removal of a customer from a route and its insertion in another one in a specific position. As a consequence, all the blocks of items belonging to the selected customer are removed from the old sequence and then inserted in the new one, keeping fixed their relative position and their orientation. In addition, the loading strategy of the new route can be changed. A MCCS move is identified by six attributes \(\langle c, or, op, nr, np, st \rangle\) where \(c\) represents a customer, \(or\) and \(op\) the old route and the old position in the old route, and \(np\) and \(nr\), the new route and new position in the new route, respectively. Lastly, \(st\) is the loading strategy selected for the new route. If the customer is not moved (i.e., if \(or = nr \land op = np\)), an MCCS move performs only a change of strategy.

**Swap Customers (SC):** This neighborhood is defined by exchanging a customer with another one. A move \(m\) of type SC is identified by six attributes \(\langle c_1, c_2, r_1, r_2, p_1, p_2 \rangle\) where \(c_1\) and \(c_2\) are customers, \(r_1\) and \(r_2\) are routes, \(p_1\) and \(p_2\) are the positions of the customers in the corresponding route. Blocks of items belonging to the customers involved in the move are swapped keeping fixed their reciprocal position and their orientation. If \(r_1\) is the same as \(r_2\), the move is an intra-route exchange.

**Move & Rotate Block (MRB):** This neighborhood is defined by the removal of a block of homogeneous items from the blocks’ sequence of a route and its insertion, possibly with a new orientation, into another route. A move of MRB type is represented by 7 attributes \(\langle bt, or, op, nr, np, r, q \rangle\), where \(bt\) is the box type identifier, \(or\) and \(op\) are the old sequence and the old position in the old sequence, \(np\) and \(nr\), the new sequence and new position in the new sequence, \(r\) is the rotation and \(q\) is the number of boxes of the block that are involved in the move. A block can be completely removed from the old route, or
just partially. In the latter case, the original block is divided in two: the past that remains in the old route, and a new block composed by \( q \) boxes, which is inserted in the new route.

![Diagram](image)

Figure 7: An example of an MRB move that leads to a split delivery.

Note that if the new route is different from the old one, an MRB move split of the demand. In Figure 7, a single item of customer 4 is moved from route 1 to route 2, thus the demand is split and the customer is visited twice.

Once a move is performed, a packing heuristic is called for the blocks’ sequences involved in the move. The packing heuristic takes care of all the constraints about the loading and returns the total volume loaded. If some items do not fit in the vehicle, their volume contributes to the cost component \( H_2 \). The packing heuristic does not modify the blocks’ sequence, thus, the \( C_4 \) constraint is always guaranteed.

4.5. Loading heuristics

We have implemented nine loading heuristics. Eight of these are variants of the extension to the three-dimensional case of the \textit{bottom left} algorithm (Baker et al., 1980) and the \textit{touching perimeter} algorithm (Lodi et al., 1999). These heuristics individuate the \textit{normal position} (Christofides & Whitlock,
1977), i.e., with the item’s bottom edge touching either the floor of the vehicle or the top edge of another item, and its left edge touching either the left edge of the vehicle or the right edge of another item. The detection of normal positions in the three-dimensional case is not trivial (see Martello et al., 2000; Crainic et al., 2008; Martello et al., 2007); for this task we applied the procedure proposed by Martello et al. (2000) with some modifications that take into account the C3 constraint.

For each item, the choice of the packing position among all the possible normal positions in a vehicle depends on the specific strategy. To give an intuition of how each strategy works, in Figure 8a we introduce an easy example of loading with only three items: all the normal positions are labeled with capital letters. The difference between strategies is in the order in which the normal positions are tested. In this example there are seven candidate normal positions (A, B, C, D, E, F, G) where it is possible to place a new item. If we select the Back Low Left strategy, the first position that will be tested is A; if it this placement is feasible (all loading constraints are satisfied), the box is placed with its bottom left corner in A. Otherwise, the box is rotated and the we check if the A position is now feasible. In case of infeasibility, the next normal position (B) is tested with the box in the original orientation, and so on.

For the strategies based on the bottom left algorithm (Back Left Low, Back Low Left, Low Back Left, Low Left Back, Left Low Back, Left Back Low), Figure 8b describes the order of selection of candidate positions and the direction of loading (vertical walls, horizontal layers, from the left side, from the back . . . ). The feasibility of a position is evaluated with the current orientation; if it is not feasible, a rotation on the width-length plane is applied to the item.

The Area and Area No Walls strategies derive from the touching perimeter algorithm: the first one selects the position with highest score, defined as the percentage of the item’s area that touches either the vehicle and other items already packed; the second one does not consider the wall of vehicles in the score. Each position is evaluated only for the current orientation because the candidate positions are ordered for decreasing score, which is computed considering the current orientation.

The other packing heuristic (Wall Building) is based on the wall building approach introduced by George & Robinson (1980) for the Container Loading Problem. The idea is to fill the vehicle loading space in a number of layers across the depth of it. Every layer is divided in vertical stacks and each stack is then packed by consecutively inserting items, keeping fixed the loading
Figure 8: The Back Left Low, Back Low Left, Low Back Left, Low Left Back, Left Low Back, Left Back Low strategies.
order of the blocks. The depth of a layer is set to be the depth of the first
item that is inserted in that layer. For all the following items, if they do not
fit in that depth, they are moved to a new layer.

4.6. Metaheuristics

We use a sequential solving approach that alternates a simulated an-
nealing algorithm and a large-neighborhood search, called intensifier. The
algorithm control is illustrated in the style of the Generalized Local Search
Machines (GLSM) proposed by Hoos (1998). Nodes represent search strat-
egies and arrows represent transitions of the control from one search strategy
to another. Details of the strategies are explained next. Figure 9 illustrates
the control of the algorithm. \( F \) denotes the value of the cost function of
the best solution found in the current state, whereas \( F_{\text{best}} \) refers to the best
solution found so far in the overall solution process. Each component starts
from the best solution of the previous one, and the overall process makes a
fixed number \( R \) of rounds.

In the SA component, at each iteration a random neighbor is selected. A
move is performed if it is an improving one. Otherwise, a move is accepted
with probability \( e^{-\Delta F/T} \), where \( T \) is a time-decreasing parameter called tem-
perature and \( \Delta F \) is the cost of a move. At each temperature level, a number
\( \sigma_N \) of neighbors of the current solution are sampled. The value of \( T \) is mod-
ified using a geometric schedule, i.e., \( T' = \alpha \cdot T \), in which the parameter \( \alpha \),
\( 0 < \alpha < 1 \), is called the cooling rate. The search starts at temperature \( T_0 \)
and stops when it reaches \( T_{\text{min}} \).

Starting from the second time the SA component is executed, the ini-
tial temperature is not set to \( T_0 \) but to a lower value, in order to avoid to
“destroy” completely the previous solution. We therefore define a new pa-
rameter, called \( \rho \), such that the initial temperature of all execution of SA but
the first is set to \( T_0/\rho \). The SA component uses as neighborhood the union
of MCCS, MRB, and SC moves. The random selection prescribed by SA is
performed selecting first the neighborhood to be used, and then the specific
move.

In order to improve the effectiveness of the SA component, it is useful to
set the weight of the hard constraint violation \( \text{HW} \) to a relatively low value,
given that the selection relies on \( \Delta F \). As a consequence, it is possible that
the whole process terminates with a solution that has violations of hard
constraints even though a feasible solution could be reached. For this reason,
we introduce a new component in the process, called \( \text{REPAIR} \) in Figure 9,
whose aim is to eliminate violations. In the \textit{REPAIR} state, \( HW \) is set to a particularly high value and a simple hill climbing (HC) algorithm is invoked.

We also apply the special-purpose operator, the intensifier, that uses as neighborhood a composition of the neighborhoods \textit{MCCS} and \textit{MRB}. At each iteration, the neighborhood composed by one move of \textit{MCCS} and one of \textit{MRB} is explored and the first improving move is selected. In order to reduce the size of the composite neighborhood, we consider only pairs of moves that concern the same customer.

As shown in Figure 9, the intensifier is launched only when \textit{SA} gives no improvement in the cost function. This choice is motivated by the fact that the intensifier is computationally expensive and therefore it should be launched only when \textit{SA} is clearly stuck. Once it has been launched, the intensifier is invoked iteratively as long as it finds improvements in the cost function.

\begin{center}
\textbf{Figure 9: A GLSM representation of the control flow of our algorithm. See the text for more details.}
\end{center}

5. Experimental analysis

In this section, we first describe the setting of the parameters used in the experiments. Then we give a description of our new instances and we show our results. Lastly, we compare our approach with the best ones in
the literature on the 3L-CVRP, using the instances introduced by Gendreau et al. (2006) as benchmarks.

5.1. Software Tools and Environment

The software is written in C++, it uses the framework EASYLOCAL++ (Di Gaspero & Schaerf, 2003), and it is compiled using the GNU C/C++ compiler, v. 4.4.3. All experiments have been performed on a 2.66Ghz quad-core PC with 4 GB RAM, running Ubuntu Linux x86_64 (rel. 10.04). For the automatic tuning of the solver we use the irace package, provided by López-Ibáñez et al. (2011).

5.2. Parameter Settings

The SA algorithm has five parameters to tune: start temperature \( T_0 \), stop temperature \( T_{\text{min}} \), cooling rate \( \alpha \), the number of neighbors sampled at each temperature \( \sigma_N \), and restart temperature ratio \( \rho \). Moreover, given that the solver uses different neighborhoods, we add two parameters \( \gamma_{\text{MCCS}} \) and \( \gamma_{\text{MRB}} \), which are the probability of drawing a move of type MCCS and MRB, respectively. The probability of drawing a move of type SC is set to \( \gamma_{\text{SC}} = 1 - \gamma_{\text{MCCS}} - \gamma_{\text{MRB}} \).

We decide to tune \( \delta = T_0/T_{\text{min}} \) instead of \( T_{\text{min}} \), which turned out to provide a better distribution of the configurations than using \( T_{\text{min}} \) directly. In addition, in order to give a similar amount of time to the same instance for each parameter configuration, we let the parameters \( \delta \) and \( \alpha \) vary, and we compute \( \sigma_N \) in such a way to have for the SA component exactly the same number of SA iterations \( I \) for each benchmark. In detail, the number of neighbors sampled for each temperature is \( \sigma_N = -I/\log_\alpha(\delta) \). For each instance, being \( v \) the number of vehicles and \( n \) the number of customers, the total number of iterations granted is \( I = 10^4 \times v \times n \). The full solver stops when it has performed four rounds or one idle round, i.e., a round without an improvement of the best result.

Preliminary experiments show that \( \alpha \) is not significant. This is not surprising, because in our setting \( \sigma_N \) is a function of the other parameters. Therefore, \( \alpha \) only determines the entity of the single step in the temperature and not the actual slope of the cooling trajectory, which is determined by \( \delta \). We therefore set \( \alpha \) to the fixed value 0.9999. We also experimented with different values for the probabilities \( \gamma_{\text{MCCS}}, \gamma_{\text{MRB}} \), but there was no strong evidence in favor of some values. We therefore set \( \gamma_{\text{MCCS}} = 0.4 \), and \( \gamma_{\text{MRB}} \) and \( \gamma_{\text{SC}} \) to 0.3.
For the benchmark instances, we set a tuning budget for I/F-Race of 4000 experiments. We use the following domains for the parameter settings: $T_0 \in [10, 10^5]$, $\delta \in [10^2, 10^6]$ and $\rho \in [10^{-1}, 10^3]$, and the set of training instances consist of instances 1–11 published in (Gendreau et al., 2006). For our new instances, we keep the same parameter domains and we use as training instances the set \{SD-CSS2, SD-CSS3, SD-CSS4, SD-CSS7, SD-CSS12\}, which are the fastest to be solved.

The outcome of the I/F-Race procedure is that the best configurations are the following: $T_0 = 12746.634$, $\delta = 28990$ so that $(T_{\min} = 439.680$, and $\rho = 210$ for the 3L-CVRP benchmarks, and $T_0 = 297143$, $\delta = 88298$ (resulting in $T_{\min} = 3.36$), and $\rho = 810$ for our instances. The results for this configuration are presented in Table 2 and Table 5 in comparison with previous work.

5.3. New instances

Table 1 shows the features of each instance in terms of number of customers $(n)$, box types $(bt)$, total number of boxes $(M)$, vehicle types $(vt)$ and total number of vehicles $(v)$. The terms $\varphi$ and $\theta$ indicate in percentage the ratio between the total volume of boxes and the total volume of available vehicles and the ratio between the average customer demand (in m$^3$) and the average volume of vehicles, respectively.

The instances exhibit a high variability in terms of the number of customers, the number of box types and the number of boxes. In particular, it is worth noticing that the number of boxes in seven of the thirteen instances is greater than one thousand. The terms $\varphi$ and $\theta$ give an intuition of how difficult is the packing subproblem and of the number of nodes per route, respectively.

The Gini index (Gini, 1921) is a measure of the heterogeneity of boxes from the relative frequencies associated with a box type. A value of 0 expresses that all the boxes are equal, whereas a value of 100 % that all items are different. We highlight this aspect because different levels of box heterogeneity need different packing strategies in order to perform the loading effectively.

5.4. Experimental results

We applied our solver to different problem formulations: the 3L-CVRP formulation, described in Section 2.1, the complete problem formulation, described in Section 2.2, and the complete problem formulation without split
Table 1: Features of the new real-world instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th>bt</th>
<th>M</th>
<th>vt</th>
<th>v</th>
<th>ϕ</th>
<th>θ</th>
<th>Gini index</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD-CSS1</td>
<td>11</td>
<td>36</td>
<td>254</td>
<td>1</td>
<td>5</td>
<td>45.17</td>
<td>18.82</td>
<td>98.23%</td>
</tr>
<tr>
<td>SD-CSS2</td>
<td>25</td>
<td>15</td>
<td>350</td>
<td>1</td>
<td>13</td>
<td>59.57</td>
<td>29.78</td>
<td>88.29%</td>
</tr>
<tr>
<td>SD-CSS3</td>
<td>33</td>
<td>9</td>
<td>285</td>
<td>1</td>
<td>26</td>
<td>41.55</td>
<td>31.77</td>
<td>76.86%</td>
</tr>
<tr>
<td>SD-CSS4</td>
<td>37</td>
<td>13</td>
<td>312</td>
<td>1</td>
<td>12</td>
<td>56.58</td>
<td>17.86</td>
<td>89.49%</td>
</tr>
<tr>
<td>SD-CSS5</td>
<td>41</td>
<td>47</td>
<td>7035</td>
<td>2</td>
<td>13</td>
<td>5.10</td>
<td>1.57</td>
<td>95.39%</td>
</tr>
<tr>
<td>SD-CSS6</td>
<td>43</td>
<td>97</td>
<td>8060</td>
<td>1</td>
<td>35</td>
<td>28.53</td>
<td>22.70</td>
<td>93.21%</td>
</tr>
<tr>
<td>SD-CSS7</td>
<td>45</td>
<td>14</td>
<td>284</td>
<td>2</td>
<td>10</td>
<td>62.57</td>
<td>13.60</td>
<td>88.44%</td>
</tr>
<tr>
<td>SD-CSS8</td>
<td>48</td>
<td>70</td>
<td>3275</td>
<td>3</td>
<td>36</td>
<td>37.12</td>
<td>27.27</td>
<td>97.19%</td>
</tr>
<tr>
<td>SD-CSS9</td>
<td>56</td>
<td>45</td>
<td>1725</td>
<td>1</td>
<td>23</td>
<td>48.10</td>
<td>19.41</td>
<td>97.44%</td>
</tr>
<tr>
<td>SD-CSS10</td>
<td>60</td>
<td>29</td>
<td>1840</td>
<td>1</td>
<td>20</td>
<td>23.30</td>
<td>7.64</td>
<td>88.26%</td>
</tr>
<tr>
<td>SD-CSS11</td>
<td>92</td>
<td>34</td>
<td>3790</td>
<td>2</td>
<td>13</td>
<td>43.79</td>
<td>6.12</td>
<td>88.67%</td>
</tr>
<tr>
<td>SD-CSS12</td>
<td>129</td>
<td>10</td>
<td>745</td>
<td>1</td>
<td>50</td>
<td>53.67</td>
<td>20.64</td>
<td>97.34%</td>
</tr>
<tr>
<td>SD-CSS13</td>
<td>129</td>
<td>63</td>
<td>2880</td>
<td>1</td>
<td>35</td>
<td>34.21</td>
<td>9.21</td>
<td>96.53%</td>
</tr>
</tbody>
</table>

deliveries. The results are shown in Table 2. Average running times vary between 300 and 10000 seconds (which is set as timeout) depending on the average number of boxes for vehicle.

For some instances, it has been impossible to find a feasible solution, without split delivery. For such cases, we report the level of violation of the $H_2$ constraint (the $H_1$ constraint is never violated). In order to give a measure of the quality of a solution that is real-valued, the cost $z$ is expressed in total km traveled and the value of $H_2$ violations in $m^3$ of boxes that were not possible to load in the vehicles.

Comparing the 3L-CVRP formulation and the complete one without split deliveries, it is clear that the first one is able to obtain solutions with lower cost. Thus, we can conclude that the new packing constraints imposes in the complete formulation, which are related to the notions of fragility, stability and reachability have a no negligible impact on the solution process.

For the remainder of this section we focus on the results of the complete formulation. Looking at the results for the complete formulation with split deliveries, we notice that for instance SD-CSS3 this formulation is the only one able to obtain a feasible solution. A possible explanation is that this instance has the highest $\theta$ value, which is the ratio between the average customer demand and the average volume of vehicles, and the solution of
Table 2: Results on our instances with different constraints (H2 in $m^3$ and $z$ in km).

<table>
<thead>
<tr>
<th>Instance</th>
<th>3L-CVRP formulation</th>
<th>No Split Delivery</th>
<th>Split Delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H2</td>
<td>z</td>
<td>H2</td>
</tr>
<tr>
<td>SD-CSS1</td>
<td>0</td>
<td>570.86</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS2</td>
<td>0</td>
<td>1203.32</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS3</td>
<td>51.22</td>
<td>–</td>
<td>51.22</td>
</tr>
<tr>
<td>SD-CSS4</td>
<td>0</td>
<td>1139.86</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS5</td>
<td>0</td>
<td>1183.67</td>
<td>1.09</td>
</tr>
<tr>
<td>SD-CSS6</td>
<td>0</td>
<td>1993.98</td>
<td>3.91</td>
</tr>
<tr>
<td>SD-CSS7</td>
<td>0</td>
<td>1180.90</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS8</td>
<td>0</td>
<td>2318.31</td>
<td>15.96</td>
</tr>
<tr>
<td>SD-CSS9</td>
<td>0</td>
<td>1772.48</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS10</td>
<td>0</td>
<td>1294.59</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS11</td>
<td>0</td>
<td>2690.05</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS12</td>
<td>0</td>
<td>3480.73</td>
<td>0</td>
</tr>
<tr>
<td>SD-CSS13</td>
<td>0</td>
<td>2806.02</td>
<td>0</td>
</tr>
</tbody>
</table>

This case might require to split the demand of customers to different vehicles. For most instances, the use of the larger space with split deliveries allows us to obtain a feasible solution (SD-CSS3, SD-CSS5, SD-CSS6, SD-CSS8). On the other hand, when the instance is large in terms of the number of boxes and vehicles, exploring a larger space is not effective, resulting in solutions of worse quality. Our experimental results also suggest to use an adaptive strategy in the complete formulation that switches between the possibility of using or not split delivery. One may start by forbidding split deliveries. If feasible solutions without split deliveries are found, these are typically of a better quality w.r.t. the total distance traveled. If feasible solutions are not obtained relatively quickly, for example, after the first round through the simulated annealing and intensifier phases, we may switch to the formulation considering split deliveries to increase the chance to find feasible solutions.

5.5. Analysis of the routing and packing components

In the previous section, we have shown the performance of our solver on different formulations of the integrated routing and packing problem; we now examine the importance of the routing component and the packing component taken in isolation. In order to do that, the new instances have been
converted into CLP and VRP instances, by removing data and constraints related to customers and to boxes, respectively.

In detail, for the packing component we solve the multiple container loading problem (MCLP) as defined by Ivancic et al. (1989), where the goal is to load all the boxes into a minimum number of containers, and only constraints about the rotations (C1) and the supporting area (C3) are considered. We thus remove the association between boxes and clients, such that boxes can be loaded in any order without respecting the LIFO constraint (C4), and we do not take into account the possible route lengths that would be implied from the particular packing. Consequently, the solver initially generates a solution by creating one single block for each box type and randomly assigning it to a vehicle. The search space is then explored using only the MRB neighborhood, given that we fix the packing strategy to the Wall Building approach, which is the most effective for CLPs, and the neighborhoods that involve customers have no meaning.

In Table 3, we report the results obtained by our solver on the corresponding MCLP, in terms of average volume utilization (\(\varphi'\)) of the vehicles used, whose number is reported as \(v'\). Comparing these results with those on the 3L-CVRP formulation, we see that often the volume utilization increases strongly; in one exceptional case, on instance SD-CSS5, by almost five times. Recall that the routing component has influence on the packing especially through the LIFO constraint that ensures that all boxes of a customer can be unloaded without moving any of the boxes of other customers. Hence, dropping these particular constraints does allow in many cases for a much denser packing. As can be seen, the MCLP formulation runs, in some cases, orders of magnitude faster than the algorithm tackling the full version (remember that the algorithm is stopped if four rounds or one idle round has been done). Note also that running times are quite different from instance to instance and they are related mainly to the number of box types.

For the VRP, we remove the packing component by considering only the constraints related to the total volume of the boxes and their total weight. In other words, the instance is treated as a standard CVRP instance where in addition to the usual capacity constraint due to the weight, we consider also a capacity constraint with respect to the total volume. In this case, the solver uses only the SC and MC neighborhoods.

Table 4 presents the performance of the solver on the vehicle routing problem in isolation. Also in this case, the average saving, here in terms of distance traveled, is substantial; it is equal to 43.17% with a reduction on
Table 3: Performance of the algorithm solving the container loading problem in isolation

<table>
<thead>
<tr>
<th>Instance</th>
<th>3L-CVRP formulation</th>
<th>CLP formulation</th>
<th>$\Delta\phi'$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v'$</td>
<td>$\phi'$</td>
<td>sec</td>
</tr>
<tr>
<td>SD-CSS1</td>
<td>5</td>
<td>0.45</td>
<td>356.57</td>
</tr>
<tr>
<td>SD-CSS2</td>
<td>13</td>
<td>0.60</td>
<td>5033.87</td>
</tr>
<tr>
<td>SD-CSS3</td>
<td>23</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SD-CSS4</td>
<td>12</td>
<td>0.57</td>
<td>5184.83</td>
</tr>
<tr>
<td>SD-CSS5</td>
<td>12</td>
<td>0.06</td>
<td>10000.00</td>
</tr>
<tr>
<td>SD-CSS6</td>
<td>32</td>
<td>0.29</td>
<td>5043.56</td>
</tr>
<tr>
<td>SD-CSS7</td>
<td>10</td>
<td>0.63</td>
<td>6125.72</td>
</tr>
<tr>
<td>SD-CSS8</td>
<td>36</td>
<td>0.37</td>
<td>4401.13</td>
</tr>
<tr>
<td>SD-CSS9</td>
<td>23</td>
<td>0.48</td>
<td>1734.35</td>
</tr>
<tr>
<td>SD-CSS10</td>
<td>18</td>
<td>0.26</td>
<td>7978.60</td>
</tr>
<tr>
<td>SD-CSS11</td>
<td>13</td>
<td>0.44</td>
<td>1553.93</td>
</tr>
<tr>
<td>SD-CSS12</td>
<td>48</td>
<td>0.56</td>
<td>1763.91</td>
</tr>
<tr>
<td>SD-CSS13</td>
<td>31</td>
<td>0.39</td>
<td>4664.27</td>
</tr>
<tr>
<td></td>
<td>276</td>
<td>0.42</td>
<td>4486.73</td>
</tr>
</tbody>
</table>

the number of vehicles of more than 50%. This shows that the constraints on capacity and total volume alone are quite loose, so that the VRP constraints alone would make it possible to deliver the goods to customers by less vehicles, leading also to a strong reduction in overall route length.

Thus, we can deduce that the constraint about the weight capacity is not tight, whereas the dimensions of each item and its volume occupation have a strong impact and greatly reduce the possibility of grouping together many customers in the same route.

5.6. Comparison with related work

Our solver has been tested also on the 27 instances proposed by Gendreau et al. (2006), which have been derived from CVRP instances (Toth & Vigo, 2002) by specifying the customer demand in the form of rectangular three-dimensional items. A detailed description of the instances’ features can be found in the work by Gendreau et al. (2006). For all benchmarks, the supporting area factor is set to 0.75, as in previous works.

For the 3L-CVRP, the MRB neighborhood is restricted to exclude moves that lead to split deliveries. This is done by allowing to reinsert an item
Table 4: Performance of the algorithm solving the vehicle routing problem in isolation

<table>
<thead>
<tr>
<th>Instance</th>
<th>3L-CVRP formulation</th>
<th>VRP formulation</th>
<th>Δz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( v' )</td>
<td>( z )</td>
<td>sec</td>
</tr>
<tr>
<td>SD-CSS1</td>
<td>5</td>
<td>570.86</td>
<td>356.57</td>
</tr>
<tr>
<td>SD-CSS2</td>
<td>13</td>
<td>1203.32</td>
<td>5033.87</td>
</tr>
<tr>
<td>SD-CSS3</td>
<td>23</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SD-CSS4</td>
<td>12</td>
<td>1139.86</td>
<td>5184.83</td>
</tr>
<tr>
<td>SD-CSS5</td>
<td>12</td>
<td>1183.67</td>
<td>10000.00</td>
</tr>
<tr>
<td>SD-CSS6</td>
<td>32</td>
<td>1993.98</td>
<td>5043.56</td>
</tr>
<tr>
<td>SD-CSS7</td>
<td>10</td>
<td>1180.90</td>
<td>6125.72</td>
</tr>
<tr>
<td>SD-CSS8</td>
<td>36</td>
<td>2318.31</td>
<td>4401.13</td>
</tr>
<tr>
<td>SD-CSS9</td>
<td>23</td>
<td>1772.48</td>
<td>1734.35</td>
</tr>
<tr>
<td>SD-CSS10</td>
<td>18</td>
<td>1294.59</td>
<td>7978.60</td>
</tr>
<tr>
<td>SD-CSS11</td>
<td>13</td>
<td>2690.05</td>
<td>1553.93</td>
</tr>
<tr>
<td>SD-CSS12</td>
<td>48</td>
<td>3480.73</td>
<td>1763.91</td>
</tr>
<tr>
<td>SD-CSS13</td>
<td>31</td>
<td>2806.02</td>
<td>4664.27</td>
</tr>
</tbody>
</table>

The outcome is that our solver improves on the original results by Gendreau et al. (2006) and those of Tarantilis et al. (2009). It performs worse, only in a position where it is adjacent to another one belonging to the same customer. Thus, the MRB move can only modify the reciprocal position of items of the same customer and change their orientation.

Table 5 summarizes the features of the instances and shows the computational results. The best result is shown in bold face. For instances by Gendreau et al. (2006), in Table 5 we compare our solver with the reported results of the TS by Gendreau et al. (2006), the guided TS by Tarantilis et al. (2009), the ACO by Fuellerer et al. (2010) and the Hybrid TS by Bortfeldt (2012). We do not report the results by Wang et al. (2010) because they use a larger number of vehicles, thus they are not comparable.

Since TS is deterministic, it was invoked only once for each instance and this value is reported. For the guided TS we have only the cost of the best solutions available. ACO, Hybrid TS and our SA are invoked 10 times with different random seeds on each run, and the average and the minimum cost are reported.
<table>
<thead>
<tr>
<th>I</th>
<th>n</th>
<th>M</th>
<th>v</th>
<th>Gendreau et al.</th>
<th>Tarantilis et al.</th>
<th>Fuellerer et al.</th>
<th>Bortfeldt</th>
<th>Us</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>M</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>avg</td>
<td>min</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td>32</td>
<td>4</td>
<td>316.32</td>
<td>129.5</td>
<td>321.47</td>
<td>13.2</td>
<td>305.35</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>26</td>
<td>5</td>
<td>350.58</td>
<td>5.3</td>
<td>334.96</td>
<td>11.5</td>
<td>334.96</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>37</td>
<td>4</td>
<td>447.73</td>
<td>461.1</td>
<td>430.95</td>
<td>540.6</td>
<td>409.79</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>36</td>
<td>6</td>
<td>448.48</td>
<td>181.1</td>
<td>458.04</td>
<td>323.5</td>
<td>440.68</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>45</td>
<td>6</td>
<td>464.24</td>
<td>75.8</td>
<td>465.79</td>
<td>99.6</td>
<td>453.19</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>40</td>
<td>6</td>
<td>504.46</td>
<td>1167.9</td>
<td>507.96</td>
<td>1212.4</td>
<td>501.47</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>46</td>
<td>6</td>
<td>851.66</td>
<td>181.1</td>
<td>796.61</td>
<td>364.8</td>
<td>797.47</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>43</td>
<td>8</td>
<td>871.77</td>
<td>156.1</td>
<td>880.93</td>
<td>23.0</td>
<td>820.67</td>
</tr>
<tr>
<td>9</td>
<td>25</td>
<td>50</td>
<td>8</td>
<td>666.1</td>
<td>1468.5</td>
<td>642.22</td>
<td>982.2</td>
<td>635.5</td>
</tr>
<tr>
<td>10</td>
<td>29</td>
<td>62</td>
<td>8</td>
<td>911.16</td>
<td>714</td>
<td>884.74</td>
<td>1308.4</td>
<td>841.12</td>
</tr>
<tr>
<td>11</td>
<td>29</td>
<td>58</td>
<td>8</td>
<td>819.36</td>
<td>396.4</td>
<td>873.43</td>
<td>522.5</td>
<td>821.04</td>
</tr>
<tr>
<td>12</td>
<td>30</td>
<td>63</td>
<td>9</td>
<td>651.58</td>
<td>268.1</td>
<td>624.24</td>
<td>294.6</td>
<td>629.07</td>
</tr>
<tr>
<td>13</td>
<td>32</td>
<td>61</td>
<td>8</td>
<td>298.34</td>
<td>1639.1</td>
<td>2799.74</td>
<td>2193.1</td>
<td>2739.8</td>
</tr>
<tr>
<td>14</td>
<td>32</td>
<td>72</td>
<td>8</td>
<td>1559.64</td>
<td>3451.6</td>
<td>1504.44</td>
<td>458.3</td>
<td>1472.26</td>
</tr>
<tr>
<td>15</td>
<td>32</td>
<td>68</td>
<td>9</td>
<td>1452.34</td>
<td>2327.4</td>
<td>1410.42</td>
<td>2528.3</td>
<td>1405.48</td>
</tr>
<tr>
<td>16</td>
<td>35</td>
<td>63</td>
<td>11</td>
<td>707.85</td>
<td>2550.3</td>
<td>698.61</td>
<td>4256.5</td>
<td>698.92</td>
</tr>
<tr>
<td>17</td>
<td>40</td>
<td>79</td>
<td>14</td>
<td>920.87</td>
<td>2142.5</td>
<td>872.79</td>
<td>2096.0</td>
<td>870.33</td>
</tr>
<tr>
<td>18</td>
<td>44</td>
<td>91</td>
<td>14</td>
<td>1400.52</td>
<td>1452.9</td>
<td>1206.59</td>
<td>2275.2</td>
<td>1261.07</td>
</tr>
<tr>
<td>19</td>
<td>50</td>
<td>99</td>
<td>14</td>
<td>871.29</td>
<td>1822.3</td>
<td>818.68</td>
<td>2509.0</td>
<td>781.29</td>
</tr>
<tr>
<td>20</td>
<td>71</td>
<td>147</td>
<td>18</td>
<td>732.12</td>
<td>790</td>
<td>641.57</td>
<td>1940.9</td>
<td>612.66</td>
</tr>
<tr>
<td>21</td>
<td>75</td>
<td>155</td>
<td>17</td>
<td>1275.2</td>
<td>2370.3</td>
<td>1159.72</td>
<td>2823.4</td>
<td>1124.55</td>
</tr>
<tr>
<td>22</td>
<td>75</td>
<td>146</td>
<td>18</td>
<td>1277.94</td>
<td>1613.3</td>
<td>1245.35</td>
<td>2685.6</td>
<td>1197.43</td>
</tr>
<tr>
<td>23</td>
<td>75</td>
<td>150</td>
<td>17</td>
<td>1258.16</td>
<td>6725.6</td>
<td>1231.92</td>
<td>4659.1</td>
<td>1171.77</td>
</tr>
<tr>
<td>24</td>
<td>75</td>
<td>143</td>
<td>16</td>
<td>1307.09</td>
<td>6691.3</td>
<td>1201.96</td>
<td>4854.1</td>
<td>1148.7</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>193</td>
<td>22</td>
<td>1570.72</td>
<td>5630.9</td>
<td>1457.96</td>
<td>5725.8</td>
<td>1436.32</td>
</tr>
<tr>
<td>26</td>
<td>100</td>
<td>199</td>
<td>26</td>
<td>1847.95</td>
<td>4123.7</td>
<td>1711.93</td>
<td>6283.1</td>
<td>1616.99</td>
</tr>
<tr>
<td>27</td>
<td>100</td>
<td>198</td>
<td>23</td>
<td>1747.52</td>
<td>7127.2</td>
<td>1646.44</td>
<td>9915.7</td>
<td>1573.5</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td></td>
<td></td>
<td>1042.26</td>
<td>2658.86</td>
<td>997.20</td>
<td>2415.94</td>
<td>966.67</td>
</tr>
</tbody>
</table>

| Avg | 953.79 | 938.44 | 228.60 |

Table 5: Computational results for 3L-CVRP on Gendreau et al. (2006)
however, than the ACO (Fuellerer et al., 2010) and the Hybrid TS (Bortfeldt, 2012) approaches although in one case (instance 7) is able to find the best known result. However, all the techniques reported in Table 5 are specifically designed and tuned for the case of the 3L-CVRP and for these instances, whereas our technique solves the more general problem that deals with split deliveries, weakly heterogeneous cargos, and stability constraints as described below.

6. Conclusion and Future Work

In this paper we have addressed a complex problem, that combines routing and packing issues, and considers several features that arise in real-world situations. This problem extends and enriches the Three-Dimensional Loading Capacitated Vehicle Routing Problem (Gendreau et al., 2006) by redefining some constraints with respect to the notion of stability, loading and unloading policy and the heterogeneity of the cargo. We also considered the possibility of managing a heterogeneous fleet and to split the demand of a customer in more vehicles.

We have presented a local search approach based on simulated annealing and large-neighborhood search that solves the integrated problem in one single stage. In fact, a solution is represented as sequences of items making suitable the use of neighborhood operators that modify both routes and arrangements in vehicles.

The solution approach has been tested on 13 new real-world instances, that exhibit great diversity in size and features and the effect of introducing split deliveries has been analyzed and discussed. All instances are available at http://www.uniud.it/ceschia/index.php?page=vrclp.

In addition, the solver has been tested on benchmark instances of (Gendreau et al., 2006) for the 3L-CVRP. Although our solver is not designed for that problem, it reaches better or equal solutions than two algorithms specifically designed for the 3L-CVRP; but it is inferior to two other recent metaheuristics algorithms for the 3L-CRVP.

For the future work, we want to design a more sophisticated packing heuristic able to effectively pack large number of items while satisfying complex constraints that come up in practice. In addition, we plan to study the relationship between the features of the instances and the solution approach in order to automatically apply the most suitable one.
The long-term goal of the project is the design of an application that could be used in practice by potential clients, either interactively or in batch mode. The solver should be flexible enough to be able to adapt automatically to different problem formulations. In particular, it shall be able to select constraints and cost components at run-time based on the analysis of the specific instance. The proposed solver will be the algorithmic core of the application, which needs to be complemented by a graphical front-end and a persistency managing tool.
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